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Abstract We propose a fully automatic approach to re-
store aged old line drawings. We decompose the task
into two subtasks: the line extraction subtask, which
alms to extract line fragments and remove the paper
texture background, and the restoration subtask, which
fills in possible gaps and deterioration of the lines to
produce a clean line drawing. Our approach is based
on a convolutional neural network that consists of two
sub-networks corresponding to the two subtasks. They
are trained as part of a single framework in an end-to-
end fashion. We also introduce a new dataset consisting
of manually annotated sketches by Leonardo da Vinci
which, in combination with a synthetic data generation
approach, allows training the network to restore deteri-
orated line drawings. We evaluate our method on chal-
lenging 500-year-old sketches and compare with exist-
ing approaches with a user study, in which it is found
that our approach is preferred 72.7% of the time.

Keywords Image Restoration - Line Drawings - Image
Manipulation - Convolutional Neural Network

1 Introduction

Line drawings are a minimalistic way of representing
shapes, emphasizing form and outline over color, shad-
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Fig. 1 Example clean up by our proposed approach on an orig-
inal sketch by Leonardo da Vinci and is in the public domain.

ing, and texture. They play a pivotal role in expressing
objects during sketching, and are widely used in many
applications. Most line drawings are drawn using pencil
on paper, which over time, will age and fade. Immor-
talizing these line drawings in digital form necessitates
tedious manual annotation and resulting high cost. In
this work, we propose a high-performance method for
the automatic clean up of line drawings, amenable to
obtaining high-quality digitalization of line drawings.
This allows digitalization of not only recent line draw-
ings, but also line drawings of historical importance
such as those drawn by Leonardo da Vinci as shown
in Fig. 1.

We base our approach on convolutional neural net-
works, which have shown great performance in many
different image translation tasks applied to line draw-
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ings, such as tone removal [16] and sketch simplification
[25]. Unlike recent approaches, we focus on old, deteri-
orated line drawings, in which the paper has changed
color and the lines have faded. Furthermore, aged line
drawings commonly have other defects such as spots,
holes, ink leakage from nearby pages, caused by hu-
midity, insect infestations, and other poor conditions.
Thus, not only is it necessary to remove the paper back-
ground and strengthen the lines, but it also becomes
important to complete disconnected and broken lines.
Instead of using a single fully convolutional network
model for completing line drawings [23], we propose us-
ing two networks: one to extract the line segments, an-
other to restore the line drawing, which we will show to
perform significantly better than existing approaches.

We additionally propose a new dataset comprising
deteriorated old sketches by Leonardo da Vinci that
have suffered many different types of deterioration and
their ground-truth line drawing annotations. We show
that this dataset, in combination with manually and
randomly generated synthetic data, allows for training
of high performance line drawing restoration networks
that are able to generalize to many different types of
input sketches.

We validate our approach with a user study, in which
we compare to a strong baseline based on [23] trained
using our new dataset, and show that 72.7% of users
prefer our approach.

In summary, our contributions are: (1) a new model
that jointly extracts line segments and restores the line
drawings, (2) a manually annotated dataset based on
sketches by Leonardo da Vinci, and (3) a user study in
which we evaluate our approach and compare against a
strong baseline.

2 Related Work
2.1 Line Drawings

Traditionally, image patterns have been exploited for
restoration of line drawings [4] with a focus of engi-
neering drawings. Later, contour matching was used for
skeleton generation [10]. On these lines of work, most
of the research has focused on the vectorization of such
line drawings by using the maximal inscribing circle al-
gorithm [3] or morphological operators [14]. More recent
approaches first perform a binarization and then opti-
mize a graph to obtain a final vectorization [8]. How-
ever, all these approaches share the limitation that the
input line drawing must be fairly clean, and are not ef-
fective on deteriorated and aged line drawings, which is
our focus in this paper.

Recently, fully convolutional networks (FCNs) [17]
have been applied to tasks related to line drawing. Simo-
Serra et al. [26] proposed a sketch simplification model
trained with supervised data that was later extended
to the semi-supervised setting [25]. Li et al. [16] pro-
posed simulating manga tones on line drawings to train
a model to extract the structural lines. More similar to
this work, Sasaki et al. [23] proposed joint detection
and inpainting of line drawings. However, all these ap-
proaches focus on non-deteriorated line drawings, un-
like our proposed approach.

2.2 Natural Image Restoration

Restoration of natural images and image denoising has
always been an active research topic [19], with popular
approaches being based on total variation [20,22], dic-
tionary learning [29,9,7], and the BM3D algorithm [5].
Most recent approaches focus on using neural networks
trained with large amounts of data [13], where auto-
encoders have shown great results in restoring natural
images [28,31,18]. While these approaches work for nat-
ural images, which contain rich image gradients, they
perform significantly worse when images are sparse, as
in the case of line drawings.

A related task to image restoration is that of im-
age inpainting, in which regions of the input image
are replaced, allowing removal of noise and other un-
wanted regions of the input image [2]. Typically, the
areas to be removed are given as user-specified inputs.
The dominant approaches have been patch-based [1,6,
15,24,30], in which the unwanted region of the image
is inpainted using patches taken from the same image,
allowing for realistic inpainting of a diversity of images.
However, these approaches can only generate objects
that already exist in the image, and thus cannot gener-
alize to novel objects. Recent approaches [21,11] based
on deep learning resolve this issue by training on large
datasets, which allows them to generate objects not
seen in the image. However, all these approaches re-
quire user input to specify the removed regions, unlike
our approach.

3 Proposed Approach

We base our line drawing clean-up approach on convolu-
tional neural networks trained jointly with old sketches
and cleaner line drawings. Instead of training a single
network, we use two sub-networks: one for extracting
the lines and line segments from the deteriorated sketch,
and one for restoring the missing regions and complet-
ing the line drawing. We employ three kinds of data
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Fig. 2 Overview of our architecture for line drawing restora-
tion. The approach consists of two sub-models: a line extrac-
tion network, and a restoration network. The output of the line
extraction network is used as an input to the restoration net-
work, and the output of both the line extraction network and
restoration network is added component-wise to form the final
output.

to train the whole network: the input images, which
have deteriorated background and lines with gaps, the
ground-truth extracted line drawings with clean back-
ground but that may still have gaps, and the ground-
truth restored line drawings with completed gaps.

3.1 Model Architecture

The line cleanup model is based on two smaller net-
works: a line extraction network E and a restoration
network R. First, an input image z is processed by
the line extraction network, which eliminates the back-
ground and extracts lines from the input. Afterwards,
the input image and the output of the line extraction
network are fed to the restoration network, which com-
pletes the gaps in the lines. Finally, the output of both
networks is added and used to generate the final output
image. Thus, the output of our model F for an input
image x can be written as:

F(z) = max(0,min(1, E(x) + R(x, E(x)))) , (1)

which we note is clamped to the [0, 1] range. An overview
of the approach is shown in Fig. 2, and visualization of
the output of the different sub-networks can be seen in
Fig. 3.

The line extraction network is based on a fully con-
volutional neural network with 6 layers. All layers use
32 filters and have a stride of 1 x 1 pixels. The first layer
uses an 11 x 11 pixel kernel for the convolutions, while
the rest of the layers use 3 x 3 pixel kernels to minimize
the network parameters [27]. In order not to change the

Table 1 Model architecture for our line restoration network.
Up-sampling is done using nearest neighbours.

Layer type Kernel Strides Output size
input - - 2xX HxW
convolution 5x5 2x2 32xH/2xW/2
convolution 3x3 2x2 64xH/axW/s
convolution 3x3 1x1 128X H/ax W/4
convolution 3x3 2x2 256 x H/g x W/g
convolution 3x3 1x1 512x H/gx W/g
convolution 3x3 1x1 512x H/gx W/g
convolution 3x3 1x1 256x H/gx W/g
convolution 3x3 1x1 128 x H/g x W/g
up-sampling - - 128 x H/a x W /4
convolution 3x3 1x1 128X H/ax W/
convolution 3x3 1x1 64x H/ax W/4
up-sampling - - 64 x H/2 x W/2
convolution 3x3 1x1 64x H/2xW/2
convolution 3x3 1x1 32xH/2xW/2
up-sampling - - 32x HxW
convolution 3x3 1x1 16 x Hx W
convolution 3x3 1x1 88X HXW
convolution 3x3 1x1 1xHxW

output size, O-value padding is used in all the layers. Af-
ter each convolution layer, we use the Rectified Linear
Unit (ReLU) activation function. The final layer uses a
Sigmoid activation function to keep the output in the
[0, 1] range.

The line restoration network consists of a 15-layer
fully convolutional neural network. The input consists
of a two-layer image where one is the input greyscale
deteriorated sketch and the other is the output of the
line extraction network. The network internally low-
ers the size down to /64 of the original area in three
steps, and then restores to the original size in another
three steps. Down-sampling is done by using convolu-
tions with 2 x 2 pixel strides, while up-sampling is done
by using nearest-neighbour up-sampling. All layers ex-
cept the first layer use 3 x 3 kernel convolutions, while
the first layer uses a 5 x 5 kernel convolution. After
each convolutional layer except the last one, we apply
the ReLU activation function. The last layer uses a hy-
perbolic tangent activation function to output values in
the [—1,1] range. Finally, the output is added to the
output of the line extraction network and clamped to
be in the [0, 1] range. The full specification of the line
restoration network architecture is given in Table 1.

3.2 Dataset

To train the two-part network, we propose a new dataset
and data augmentation techniques for cleaning line draw-
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Fig. 3 Example of the outputs of the different networks. We
note that the ranges of the pixel values differ for the differ-
ent outputs. While z, E(x), and F(z) are in the [0, 1] range,
R(z, E(x)) is in the [—1, 1] range.

Fig. 4 Example of old sketches with annotation, from the
Leonardo da Vinci dataset. Images are by Leonardo da Vinci
and are in the public domain.

ings, based on Leonardo da Vinci’s sketches. We com-
plement this new dataset with synthetically generated
images: both randomly generated and manually gener-
ated patterns.

3.2.1 Leonardo da Vinci dataset

We collect 71 of Leonard da Vinci’s old sketch scans,
and manually provide annotations of the underlying
line drawing. The annotations are added by drawing
on top of the old sketches using a pen tablet. Here, we
choose those sketches with limited amount of shading
that can be considered line drawings, avoiding artist
drawings and the most heavily deteriorated sketches.
We do not annotate dirt nor text as ground truth lines.
Examples of the sketches and their annotations are shown
in Fig. 4. Out of the 71 images, we reserve 10 for eval-
uation, leaving 61 images to be used for training.

3.2.2 Synthetic Data

We complement our main Leonardo da Vinci dataset
with large amounts of synthetic data, and in particu-
lar focus on two sources: random data, and manually
created data that are challenging to restore. We cre-
ate the data from overlapping primitives, in particular,
straight lines, curved lines, circles, triangles, rectangles,

Fig. 5 Examples of randomly generated line drawing data com-
posed by simple primitives. Due to the randomness, not all
generated data is very challenging.
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Fig. 6 Examples of manually generated line drawing data com-
posed of simple primitives. The data is designed to provide
challenging situations such as complex intersections and paral-
lel lines.
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Fig. 7 Overview of our data creation approach to synthetic
data. We use the synthetic data as a ground truth and pro-
ceed to white out large parts of it. Afterwards, we lower the
intensity of the lines and apply realistic paper textures.

and hexagons, with line widths varying from 1 to 14
pixels.

For the random data, the different primitives are
generated with sizes between 250 and 1700 pixels, and
randomly rotated and translated on a 1200 x 840 pixel
canvas. Furthermore, they also are scaled randomly by
a factor of between 0.4 and 2 in both the X and the Y
axis. For each canvas, the number of primitives to ren-
der is chosen from the binomial distribution (0?115). Ten
thousand canvases are rendered randomly offline and
form the random dataset. Some examples are shown in
Fig. 5.

As the random data procedure does not generate
complicated situations such as parallel lines and mul-
tiple intersections very often, we complement the ran-
dom images with 89 manually generated ones to include
complex intersections, parallel lines, and tangent lines,
as shown in Fig. 6.

3.2.3 Synthetic Training Data

Given the clean synthetic line data, we must generate
the corresponding “dirty” rough sketch inputs to train
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Fig. 8 Examples of some of the old paper textures used to aug-
ment our synthetic line data. These are multiplied component-
wise with the line data to simulate many different type of paper
textures, similar to those found in real deteriorated line draw-
ings.

our models. For this purpose, we simulate many com-
mon types of distortions to try to appear as close to real
data as possible. In particular, we simulate large holes,
small noise, fading lines, and dirty paper textures. An
overview of the approach is shown in Fig. 7.

For each of the images, we create hole distortions of
three types: large holes, small holes, and white noise.
For each image we randomly generate between 10 and
15 large holes distributed randomly around the image
ranging from 10 x 10 pixels to 40 x 40 pixels in size. We
also generate the 1500 to 2000 small holes ranging from
2 x 2 pixels to 6 x 6 pixels in size. This is all done on-the-
fly during training. Finally, we randomly turn between
70% and 90% of the pixels white.

As old sketches tend to have fading ink, we simulate
this by fading each pixel value to:

T+«
1+«

: (2)

where x is the image, and « € [0,1] is a random value.
This does not change the white pixels (x = 1), while it
can whiten originally black pixels to up to 50% bright-
ness.

The synthetic data has white backgrounds, while
the old papers we wish to simulate are rarely completely
white. Thus, we augment the images with textures of
real old paper. In particular, we use 21 different scanned
textures, in addition to the plain white background. We
superimpose the textures by performing component-
wise multiplication with the input image. Examples of
the used textures are shown in Fig. 8.

3.3 Training

We train both the line extraction network E and the
restoration network R as a single model in an end-to-
end fashion using multiple losses. We train by minimiz-

ing:

0* = argemin | F(2;08,0r) —y"[2

+ AE(z;08) —ypll2 3)

where 0 = [0g, 0g], with 6 and 0 being the parame-
ters of the line extraction network F and the restoration
network R, respectively; x is the input sketch image; y*
is the target line drawing; yJ, is the target line drawing
with gaps; and X is a weighting parameter.

The objective function is a A-weighted sum of two
pixel-wise Mean Squared Error (MSE) loss functions.
The first term is the loss for the joint output of both
networks, to output clean restored line drawings. On
the other hand, the second term is only for the output
of the line extraction network, in order to extract clean
lines, albeit with gaps.

Note that the second loss can only be used with
the synthetic data, as we need the ground truth non-
inpainted lines y%,. For the Leonardo da Vinci dataset,
we have the y* but not yz; thus we use a single loss
by setting A = 0. An overview of the training approach
can be seen in Fig. 9.

Training is done using the ADADELTA [32] variant
of stochastic gradient descent, which does not require
any hyperparameters. To allow training of such deep
models, we apply batch normalization [12] layers be-
tween the convolutional layers and the ReLU activa-
tion functions.

For data augmentation, we randomly scale the im-
age by a random factor between 0.9 and 2.2, perform
random rotation, and finally crop the image to a con-
stant image patch size. Each training batch consists of
patches extracted from either the Leonardo da Vinci
dataset, random synthetic images, or manually created
synthetic images, with images taken from the Leonardo
da Vinci dataset being three times more likely than ei-
ther of the synthetic datasets.

4 Results

We train our model using the Leonardo da Vinci dataset
and synthetic line data by using patches of 320 x 320
pixels in size and a batch size of 3. For our objective
function, we use A = 1 for synthetic data and A = 0 for
the Leonardo da Vinci dataset, and train for 560,000
iterations.

4.1 Comparison with Existing Approaches

We compare with existing approach of [23] on challeng-
ing Leonardo da Vinci images from our test set. Exam-
ples are shown in Fig. 10. We can see how our approach
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Fig. 9 Overview of our training approach. For synthetic data,
we are able to apply two losses during training, while for real
Leonardo da Vinci drawings, we resort to a single loss. Both
the line extraction network and the line restoration network
are trained jointly.

is able to extract clean line drawings from the images
while [23] is unable to handle the challenging variation
in background and shading. This is caused by being
trained exclusively on synthetic data,

4.2 Perceptual User Study

In order to quantitatively evaluate our model, we per-
form a perceptual user study against a strong base-
line. In particular, we retrain the model of [23] on our
dataset as the baseline, which significantly outperforms
the original model. We evaluate on the 10 images from
our Leonardo da Vinci test set. Examples can be seen
in Fig. 11.

For the user study, we show each user a random
input sketch image and the result of processing it with
both our approach and the baseline, and ask them to
choose the better clean line drawing. The order in which
each image is shown is randomized. Our approach is
preferred 72.7% of the time over the baseline approach,
which indicates the strength of splitting the problem

4.3 Qualitative Evaluation

We provide additional qualitative examples in Fig. 12
on the challenging sketches taken from a diversity of
sources. We can see how our approach is able to handle
a diversity of complicated drawings with minimal er-
ror. In particular, it can process old schematic sketches
drawn by Leonardo da Vinci, while at the same time
obtaining good results on drawings with lines that are
nearly invisible to humans, such as the water lilies or
the Egyptian drawing.

4.4 Inpainting Line Drawings

We also evaluate our approach on inpainting line draw-
ings. In particular, we show results for several examples
taken from [23]. Our approach an accurately complete
the line drawings despite having large amounts of gaps,
obtaining similar performance to that of [23].

4.5 Limitations

While we have shown our approach to handle a wide di-
versity of rough line drawings on paper, many historical
line drawings have been done on other mediums, such
as rock engravings. As our approach is trained on real
rough sketches drawn on paper, in addition to synthetic
data that simulates paper, it is unable to perform as
well on the stone engravings as shown in Fig. 14. Simu-
lating stone engravings and using annotated real stone
engraving images would be a way to improve results in
this case.

5 Conclusions and Discussion
We have presented an approach for restoration of de-

teriorated line drawings, in which the drawings are ex-
tracted and then restored, thus splitting the restoration
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Fig. 10 Comparison with the approach of [23] on challenging Leonardo da Vinci rough sketches. We can see how our model is able
to extract more clean and well-defined lines. Images by Leonardo da Vinci and in the public domain.

problem into two simple sub-problems. We addition-
ally have presented a new dataset based on sketches by
Leonardo da Vinci with ground truth annotations that,
in combination with our synthetic data, allows training
our framework in an end-to-end fashion to obtain high
performance on a diversity of images. We have com-
pared our approach with a strong baseline trained on
our data with a user study, and found that users prefer
our approach 72.7% of the time.

Although we focus in this work on extracting clean
raster line drawings from rough sketch inputs, it is pos-
sible, with further post-processing, to convert these into
vector images. As an example, we show an output pro-
cessed with the approach of [8] in Fig. 15. Converting
the resulting clean images into vector graphics allows
for both large compression and easier editing of the
line drawings. We believe the next step would be to
integrate the line restoration of our approach with vec-
torization approaches into a single framework.
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